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Abstract

In this paper, we study the determinants of interags conflicts, focusing our attention on the mmfénequality
aversion. First, we experimentally investigate weetinequality is a driving force of inter-group ndlicts.
Second, we investigate the factors that make meées for conflict translate into actions. Inteswgr conflicts
require both coordination and necessary financiatenml resources. Our experiment consists of adtage
game. First, subjects play a proportional rent-sggigame to share a prize. In a second stage playar
coordinate with the other members of their groupreduce (“burn”) the other group members’ payoff.
Treatments differ in the degree of social ineqyadiét between the two groups by attributing to seuigects
(the advantaged group) a larger share of the phiae other subjects (the disadvantaged group)h®rsame
amount of effort. We observe frequent conflicts.evd) as expected, disadvantaged groups “burn” maoreey
than advantaged groups. Surprisingly, however tleguency of conflicts decreases with the degree of
inequality. Our data allow us to identify resigioatias the driving force behind this phenomenon.
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I ntroduction

The link between inequality and violent rebelli@nalmost a universal assumption, from
ancient philosophers to modern economists andigalliscientists. In the words of Gurr
(1970), “the intuition behind this positive relaighip is that “high levels of inequalities
(relative deprivation) would lead the disadvantagedple, when they have nothing to lose, to
express their emotion and achieve redistributiveateds when it is possible by resorting to
civil violence”. In sharp contrast, some authorsehargued that economic inequality may
also decrease the probability of occurrence of lmisf (Collier and Hoeffler, 1996).
According to Collier and Hoeffler (1996), “greateequality might significantly reduce the
risk and duration of war”. There may be at least twain reasons behind this. First, when
inequality increases, disadvantaged people may teaimt more, but may find it harder to do
because they get less and less resources for mogila rebel organization (Tilly, 1978;
Collier and Hoeffler, 2002). Second, the disadvgetamay refrain from rioting if they fear
counterstrikes anticipating that the advantagediggochave more and more resources for
repression when inequality increases (Collier armkffer, 1996). Some researchers have
tried to solve these apparent contradictions bygesiing a concave (inverted U-shaped)
relationship. Political violence would occur moseduently at intermediate levels of
economic inequality, least frequently at very lomwery high levels.

While the idea of a relationship between inequadityl conflict is appealing, conclusive
empirical proof of its existence has been elusindeed there is no clear relationship in the
data between inequality and violent conflicts. Sdrage found positive relationships between
income inequality and political violence (Russe®964; Muller and Seligson, 1987;
Midlarsky, 1988; Brockett, 1992; Binswanger, Degen and Feder, 1993 and Schock,1996;
Alesina and Perotti, 1996). Others have found aatimeg relationship (Parvin, 1973) or no
relationship (Weede, 198Cpollier, Hoeffler and Soderbom, 2004). This is jyaecause it is
hard to clearly disentangle economic inequalityaasason for conflict from other factors
such as cultural, ethnic or religious differencepalitical contexts. Moreover, efforts to test
this assumption have frequently been made by “wgrkiackward”, starting with cases where
civil violence occurred and investigating factdrattseem to have contributed to the outcome.
This neglects cases where similar factors wereeptdsut violence did not occur. These are,
of course, hard to identify as they often just Idgle normality. Finally, most of the studies
mentioned above have neglected several importamértiions of conflict, and in particular
the collective dimension of conflicts (Stewart, 2D

! See Cramer (2005) for the lineage of this ideanfAristotle and Plato through Montaigne and de Tresijle
to today’s academic debate.

2 According to Stewart (2002), most of studies negtee group dimension. Similarly Sen (1992) alsguas
that investigations of the relationship betweergiradity and conflicts must in many cases proceetbims of
inter-group variations and conflicts rather thantémms of individuals. Inequality between indivédsi is



Recently, the behavioural literature has attempdeaiddress these issues by investigating
conflicts in a laboratory controlled environmen¢€sAbbink, 2010 in the Oxford Handbook
of Political Economy and Blattman and Miguel, 20&4Ghe Journal of Economic Literature
for an overview of this literature). Some studiesd provided strong evidence that people
may be willing to harm others despite the abseriémmediate or future expected monetary
return (Zizzo and Oswald, 2001; Zizzo, 2004; Aldbamd Sadrieh, 2009; Bolle et al, 2011;
Charness et al. 2011; Abbink and Herrmann, 261f)a seminal paper, Zizzo and Oswald
(2001) designed a game where subjects could re@hure) other subject’'s money at own
costs. Despite the cost of burning money decisithesmajority of subjects chose to destroy
some part of others’ money. Subjects did so mamheduce inequalities: Most burners burnt
richer subjects more than poorer ones. Abbink aamti€h (2009) went one step further and
removed even this motive from their game. In thexperiment, two players could
simultaneously destroy each other's endowmenthadtno conventional reason to do so. In a
first treatment called full information, players nieenformed about their partner's decision. In
a second treatment, players could not exactly ifyetite partner's action because a part of
endowment can also be randomly destructed by Nafinre authors observe that up to 40%
of subjects are willing to burn money, in particulathe second treatment where agents can
hide their action and assume impunity. Abbink et(2011) studied antisocial preferences in
simple money-burning tasks, varying the initial ewdhent of the decider and the victim
across tasks. They find that money burning decssine sensitive to framing effects. In a
recent study, Bolle et al. (2011) investigated tieterminants of vendettas. The authors
observe that vendettas frequently occur, leadiraptsgto the worst possible outcomes. In the
context of a real effort experiment, Charness ef(2011) showed that individuals do not
hesitate to pay to sabotage others’ output althaugih activities provide no monetary or
future monetary benefits.

In this current study we contribute to this exigtivehavioural literature by investigating
experimentally the determinants of conflicts. Inrtigallar we focus our attention on the
relationship between inequality and money burniotjvdies at the group level. Precisely,
two sets of questions are addressed in this p&st; will the disadvantaged group “burn”
significantly more resources than the advantagedmthrough conflict? Several studies have
shown that people care about the distribution gbffa and may be willing to sacrifice a part
of their money to reduce differences in payoffswesn themselves and others (Fehr and
Schmidt, 1999; Bolton and Ockenfels, 2000; FalkyrFend Fischbacher, 2005Based on

generally refereed as vertical inequality. In castyinequality between groups is generally refea® horizontal
inequalities (see Ostby, 2003 for an excellenteyion inequalities and civil conflicts).

% Orthodox economic theory has long denied humagsi#sire to harm others without own benefit, baeng
behavioural findings suggest that such a tendermys dexist. Most of the behavioural economists have
traditionally focused on situations in which humaare nicer than orthodox theory suggests, i.euiatic,
fairness-driven, or reciprocal. The dark side afrexmic behaviour is only sparsely studied.

* This echoes the approach based on relative déjprivaccording to which inequality is a major detarant of
conflicts (e.g. Davies, 1962; Feierabend and Fband, 1966; Gurr, 1970).



these previous findings, we conjecture that thadliantaged groups, if sufficiently inequality
averse, should burn more money than the advangoegs.

The second aim of this paper is to investigate dbrditions under which individual
preferences for conflict driven by inequality averstranslate into actions. There may exist
indeed several reasons why it may be not alwaysssecy the case. A first reason relies on
the collective dimension of conflicts. Collectiveaisions to burn or not money of the other
group requires coordination. With a collective eamment, it becomes clear that if there is a
relationship between inequality and riots, it mu&trk in an indirect way: Not only must
disadvantaged individuals develop a level of fatsbn that makes them want to take
destructive action, but also they must form a lbehat sufficiently many others will take
actionat the same timeSecond, as mentioned above, it might be alscdlse that strongly
disadvantaged people may want to rebel, but mag finharder to do so if they have
insufficient financial resources for mobilizing abel organization (Collier and Hoeffler,
1996)° This may in turn make it harder for the beliefeabother people’s behaviour to flip
towards the rebellious equilibrium. Third, this vegictability may be also exacerbated by the
strategic interaction between rioters and the aiiteés. In other words, the disadvantaged
may feel grievance but may refrain from riotingthiey fear repression by the advantaged
players (Collier and Hoeffler, 2004). Finally, aodmg to Nagel (1976), while the
"grievances resulting from comparisons” may inceeabe "tendency to compare” may
decrease with the level of economic inequalitytHis current study we attempt to isolate
these different factors that might interact togetiwéh the relationship between inequality
and conflicts.

In this paper we analyze the relationship betweequality and inter-group conflicts in a
novel way. We first set up a two-stages confliangavith two groups of individuals. In stage
one, two groups compete in a proportional rentisgegame to gain a share of a prize. This
stage aims at inducing inequality that may origgntom either players’ decisions and/or
differences in abilities between groups to win gree. In a second stage, individuals can
coordinate with the other group members to revghirest the other group. We find two
extreme equilibria for each group: one in which aahpengage in conflict and one in which
all of the members’ coordinate to burn money of ekiger group. The structure of the game
with multiple equilibria at the second stage makid® game theoretic prediction
indeterminate, leaving it to empirical analysis itentify links between inequality and
conflicts. We provide such empirical data by corishgca controlled laboratory experiment
using our conflict game. Our experiment consistshoée different treatments that differ in
the extent of inequality induced in stage one ef¢bnflict game. In our baseline treatment,

® A theoretical distinction has been drawn betweeuaed ‘greed-driven” and “grievance-driven” relomh.

Among the greed factors are access to financeralagsources and geographical factors necessacpfilicts.
Using a global data set of civil wars during theige 1960-1999, Collier and Hoeffler (2004) fourdht greed
provides considerably more explanatory power thaevgnce. Based on data on income inequality, Dggni
and Squire (1996) observed that inequality hasgrifecant effect on civil war.



both groups have the same ability to gain a shitieeoprize such that inequality results only
from the individuals’ own investment decisions. tine two remaining treatments, we
exacerbate inequality between groups by attributta@ne group a lower ability to gain a
share of the total income.

Testing a model dealing with inequality and riot lising laboratory methodology that
involves small number of players performing abgttasks and interacting with one another
for finite repeated number of periods, might be migh some skepticism. Of course riots is a
complex issue since several motives could explats rincluding economic and political,
social or psychological factors other than inedqyainay drive riots. The laboratory has the
advantage of measuring the relationship betweemuelgy and riots in a controlled
environment (e.g. the political, social and religgocontext), defining a priori the reference
group, rather than having to infer it from survegta and of avoiding any possible role for
contextual effects. The use of university studeadt®o allow us to abstract from cultural
differences and the meanings associated with beignp a particular group. Finally, in
contrast to survey studies, our analysis reliesaotual and costly decisions instead of
subjective reported behaviour.

Our paper is related to a growing literature onflecthand money burning experiments
(see Zizzo and Oswald, 2001; Abbink and Sadrie®92@bbink et al., 2011 ; Bolle et al.,
2011)° With the conflict model we use, our study is atetated to the literature on rent-
seeking games (Millner and Pratt (1989), Pottems, \ties, and van Winden (1998),
Weimann, Yang, and Vogt (2000), Anderson and Stdff(2003), Abbink, Brandts,
Herrmann, and Orzen (2009))he issue of destructive inter-group conflicts hes,our
knowledge, not been previously studied experimgnt&ven the more general experimental
literature on political conflict is surprisingly agse. A few experiments on political systems
focus on the emergence of regimes in a model irchvhitizens can devote their efforts to
production or appropriation (Durham, HirshleifendaSmith (1998), Duffy and Kim (2004),
Lacomba, Lagos, Reuben, and van Winden (2008))e®t(Abbink and Pezzini (2005),
Cason and Mui (2007)) study revolting behavioua idictatorship, or examine independence
conflicts (Abbink and Brandts (2009)).

Our paper brings two important innovations to theelies mentioned above. First, our
paper experiments for the first time a setting vatiiective money burning decisions rather
than individual burning decisions. Collective démis to burn or not money of the other
group involve coordination. Coordination may be tigafarly important to understand
spontaneous outbreaks of revolt. For instance, wha@rave of violence swept through the
suburbs of French cities in 2004, many observerst@wd at long-standing problems in the
suburbs, and particularly tensions arising fronguradity. However, it has been so for decades

® Our study is also related to previous literatungpablic good with costly punishment (see for ins@Fehr
and Géachter 2000 ;Anderson and Putterman, 2006)eGtar, 2007; Carpenter, at, 2004; Masclet, eal.
(2003), Nikiforakis and Normann, 2008; Nikiforakes al., 2008).



and the situation has not noticeably deteriorateat po the riots. So why has it been quiet for
so long? How could the unrest suddenly emerge btheoblue? To answer these questions
one has to look at the strategic environment. Wiméay disadvantaged people may have a
preference for unrest, turning this urge into aci® another matter. A single rioter will not
gain much satisfaction from his endeavour. Inikélihood he will be arrested and that is the
end of the game. Only if the rioters reach a d@itimass, they stand a chance against the
authorities. The crucial factor lies in the belig¢st a rioter has about the actions of like-
minded individuals. When a frustrated individualliees that sufficiently many other
frustrated youths will turn to the streets, thebhatomes the best response for him to join. If,
however, he believes that most others will stapahe, then he better stays calm himself.
These decisions have to be made almost simultalyedushe game-theory language, the riot
game has two extreme equilibria: One in which ngbidts and one in which all potential
rioters do. Due to the two extreme equilibria abtgame it is not surprising anymore that,
although frustration may build up slowly over yearatbreak of violence happens extremely
fast and seemingly out of nowhére.

The second originality of our research lies in thet that in this paper we explore the
occurrence of conflicts in a setting where condliptovide no immediate or future monetary
benefits (in terms of obtaining future higher sisaséthe “pie”). In other words, subjects have
no strategic gains (expectation of higher incomethe future) from using conflicts.
Rebellious actions are carried out solely to dorher the other group. Furthermore conflicts
cannot affect the current inequality level betwdbe haves and the have-nots. Thus the
situation is different from classic revolutionargtian, which is driven by the aim to reach a
political goal.

To anticipate our results, we first find that, désghe cost of entering into conflict, a
substantial number of players choose to destroyther group's money. These decisions to
burn money strongly depend on expectations abocisidas of others that are generally
based on previous experience. Furthermore as oght rakpect, when disadvantaged and
advantaged groups clash the disadvantaged inis@eificantly more conflicts than the
advantaged groups. Surprisingly however, we fird the number of conflictdecreasesvith
stronger inequality. Our data allows us to identdgignation as the driving force behind this
phenomenon.

The remainder is organized as follows. In sectiprw@ describe our game. Section 3
presents our experimental design. Section 4 prevideoretical predictions. In section 5, the
experimental results are presented and discusgethst section concludes and presents a
discussion of our main results.

" The trigger for the French riots was the accideeiectrocution of two immigrant youths. It wasioled that

these teenagers died while they were chased bpdlee, a charge the authorities denied. Tragithescase

was, it would usually not be sufficient aza@useof a rebellion of that scale. However, it certginkrved as a
coordination device.



2. Thegame

We model the conflict game as a game in two stagés. first stage models the
competition between two groups to gain scarce ressye.g. access to education and good
jobs. In a first stage, players are divided int@ tgroups called group A and group D and
compete in a proportional rent-seeking game (bglmasing tickets) to share a prize

This stage aims at inducing inequality between gsatilhat may originate from decisions
in term of investment in the rent seeking but dfem different abilities across groups to win
a share of the prize. We chose to play a rent-sgakame instead of simply endowing people
with different payoffs for two main reasons. Fisstth the rent-seeking game in the first stage
we want to capture important features of realdibenpetition for jobs and income and the fact
that inequality may stem from both individuals’ teens and differences in abilities. It may
be reasonable to assume that competition may teacheéqual distribution of the resources
among the contestants, particularly if some coatgsthave lower abilities than others to get
a share of the “pie”. Such asymmetries are commocontests. For example, Esses et al.,
(1998) showed that competition in the job markeamsimportant determinant of conflicts
between natives and immigrants. Second it is meaéstic to assume that initial exogenous
inequality in term of abilities (“bad luck”) may lveinforced by subjects’ actions, i.e. by their
own investment decisions in the rent seeking garheés situation is quite realistic. Imagine
for example a situation where agents receive Iretidowments in terms of capacity and have
to decide to invest in education to compete to gasources, e.g. access to good jobs.

The share of the prize received by each participastage one of the conflict game equals
the proportion of her tickets relative to thosehs entire group (including all players A and
players D). Denoting by; the number of tickets individuabuys and by; the cost per ticket,
the individual’s sharg of the prize is then

-wn
|
]
X

i
i= ¢
At the second stage of the game the two group®rgage in conflict. This is modelled as
a coordination game in which the members of thaigroan simultaneously choose to take
action in order to reduce the payoffs of the memlwdrthe other group. If the number of
group members who choose to burn money reachesceeés a critical threshola, then
each member of the other group receives a paydtfate®n. The own incentives of money
burning follow the structure of a mass coordinatgame. If fewer tham group members
‘riot’, then ‘rioters’ bear a higher cost than noaters, a feature that captures sanctions from
the authorities. Iim or more members ‘riot’, then it actually pays tdfjoin the riot, which
reflects the ostracism that inactive group membetcsive from their fellow group members.



Note that a “successful riot » entails no matebahefits to the ‘rioters’; it is still pareto-
dominated by the peaceful outcome. The exact payw# given in section 3.

Our experiment consists of three different treatisieln our baseline treatment callgan
treatment, the cost of the ticket in stage ondéssame across groups. It is important to note
here that the symmetric treatment does not meaalibence of inequality across groups but
means that the only inequality that would arisethis case comes from differences in
investments across players. In the two remainirgattnents calledasym4 and asym8
treatments, group D has a higher cost per tickdttharefore a much harder time to gain its
share of the cake, as their lottery tickets haweuah lower winning power than those bought
by individuals of group A. Asymmetric treatmentsatigre the fact that differences in abilities
reinforce inequality which can distort the finaltcome, always in favour of the advantaged

group.

3. The experimental design

3.1. The parameterization of the game

At the beginning of the experiment, each participamandomly assigned a role of player
A or player D. They keep this role during the entixperiment. Further, 3 A-type and 3 D-
type players are randomly matched to form a grduP. dcach player keeps her role during
the entire experiment. There are three treatmentsd experiment, all of which have a first
and a second stage of interaction in common.

Our main research question involves the relatigndl@tween inequality and conflicts.
Thus, we vary the level of inequality across thee¢htreatments of our experiment. As a
control treatment (called symmetric treatment) weduct sessions with a symmetrical setup,
in which both groups have the same opportunitiegaim a share of the “pie”. The cost
parameter for both groups is thereforel. We then run two experimental treatments (called
asym4andasyma8inequality treatments, respectively) in which vaywthe cost parametey,
making it increasingly harder for groups D to cotepand therefore leading to higher
inequality levels. We have sessions witls 4 andc; = 8. The cost parameter for groups A is
alwaysc; = 1. In all experiment the prize to be won wastgét = 576. By varying the ability
of some group to gain a share of the “pie”, werafieto increase the extent of inequality
between groups.

At the first stage of the game players endowed emith 100 tokens can invest any
amount between 0 and 80 tokens. In the second sthgige experiment subjects decide
whether or not to burn money of the other groupid is successful if at least two of the
three group members participate. The payoffs aoseamin a way that it is always preferable
for an individual player to swim with the tide,.it® riot if the other group members riot and
to abstain if the others do. The cost of beingdhly rioter is chosen to be greater than the



cost of being the only absentee. Thus, we assuatdlté consequences of being caught (e.qg.
fines or arrest) are more severe than those ohiasj from a successful riot, which are
mainly loss of face before an individual's peerse Tollowing table shows the payoffs for the
combinations of choices in the second stage subgéhese payoffs are simply added to the
earnings obtained in the first stage of the game.

[Table 1 : about here]
3.2. The conduct of the experiment

The experiment consisted of 23 sessions of 20 gemach. Experimental sessions were
conducted at the University of Rennes |, France8 3udbjects were recruited from
undergraduate classes in business, art, sciencee@mbmics. None of the subjects had
previously participated in a similar experiment armahe of them participated in more than
one session. The experiment was computerised tsengtree software. In a first experiment
all sessions were run using a partner protocalthe composition of the groups remains the
same throughout the experiment. In a second expatinwe used a stranger protocol in
which the groups are randomly rematched in evemndo Precisely memberships are fixed
within each 3-players group but each disadvantagexip is paired with a different
advantaged group in every round. This treatmenthbeildescribed in section 5.

Some information about the sessions is given ifetablin the first column, experiment |
refers to the original data under a partner matchprotocol while experiment Il the new
sessions (under a stranger matching protocol). nehe three columns indicate the session
number, the number of subjects that took part edéssion and the treatment in use in the
session. The matching protocol column indicathsther a partner or a stranger matching was
in effect during the 20 periods.

At the beginning of the experiment, players aregagsl to groups of size six that consists
of 3 A-type and 3 D-type players. Subjects weretalat who of the other participants were in
the same group, but they knew that the compositibthe groups did not change. The
subjects were visually separated from one anothevrder to ensure that they could not
influence each other’s behaviour other than vi# thecisions in the game.

[Table 2 : about here]

Each session began with an introductory talk. Ae@esh assistant read aloud the written
instructions (reproduced in appendix for the moteraequality treatment). The language
used in the instructions was neutral, i.e. we aidkferences to the riot contéxt.

8 By this we wanted to focus participants on thesiiives given in the game, and avoid the posshidy strong
opinions on the recent French riots could guidér ttieoices.Evidence for the effects of instructfeamming has
been very mixed so far (Baldry, 1986; Alm, McClelta and Schulze,1992; Burnham, McCabe, and Smii;20
Abbink and Henning-Schmidt, 2006; Abbink and Bran@009).



The total earnings of a subject from participatimghis experiment were equal to the sum
of all the profits he made during the experimem. &erage, a session lasted about an hour
and 20 minutes including initial instructions andyment of subjects. At the end of the
experiment, subjects were paid their total earnamgsnymously in cash, at a conversion rate
of one euro for 328 talers. Subjects earned oragec€l2. At the time of the experiment, the
exchange rate to other major currencies was appaiely US-$1.20, £0.70, ¥140 and
RMB10.5 for one euro.

4. Gametheoreticical predictions

4.1. Theoretical predictions

The two-stage game can be solved by backward imfudt is easy to see that the second
stage game, as mentioned earlier, has four puategir equilibria, two for each group. In one
equilibrium nobody enters into conflict, in the etlone everybody. This is independent from
the decisions made in the other group, as all ptagecide simultaneously. Thus, every
combination of one equilibrium in one group with equilibrium in the other group is an
equilibrium of the second stage game. Note howdlvat the non-conflict equilibrium is
payoff dominant.

For the first stage equilibrium we first look atethrent-seeking game in isolation.
Identifying the equilibrium of the first stage, arglbsequently the subgame perfect
equilibrium of the whole game, is technically mon@olved. The symmetric tretament is
straightforward: The equilibrium is the solution thie standard rent-seeking game (the fact
that players receive shares rather than winnindpgbiities does not change equilibrium
predictions). The equilibrium investment is given b

X =X = (n-1)

| (n)®

Wheren stands for the total number of players by groum @ players in our experiment).

This yields an equilibrium investment of 80, whistthe maximum amount allowéd.

Investment decisions may sharply differ from thpssdictions, however. Indeed several
previous studies on rent seeking games have shbainplayers’ investments generally
deviate from the theoretical predictions, playengesting either too much or not enough (see
Millner and Pratt, 1989, 1991; Davis and Reilly, 989 Potters et al., 1998; Anderson and
Stafford, 2003; Shupp, 2004; Schmidt et al., 20@Ych deviations from the equilibrium
should have important implications in our gameemt of inequality between groups. While

° Previous rent-seeking experiments have shown imesgs that are systematically above equilibrium
levels. This possibility is excluded through oumpipsed restriction of the strategy space. In thidystve are not
interested in the behavioural properties of the-seeking game, but we rather use the game as iaed&v
induce inequality of opportunities to study thdfeet on behaviour at the second stage.



no inequality of income should be observed in tiieor the symmetric treatment, inequality
can still arise in practice if the agents behave-aptimally by deviating from the equilibrium
strategy profile”

In the asymmetric treatments, the heterogeneitthefplayers from the different groups
needs to be taken into account. We derive the fwster conditions for the optimal
investment, given the investment of the other playas

¢ =] 18D | Pe(r)
ch ZCJ
G
=[1—i(”_1)}i(”_1)P with E=Z—
c n Jc n n

In the asymmetric treatments this would imply efuilm investments of 128 and 86.9
for the A-players, and —64 and -51.4 for the D-ptay forc; = 4 andc; = 8 respectively.
Since these investments lie outside the feasillgeraf O to 80 we have an identical corner
equilibrium for the asymmetric treatments. The Ay@rs invest the maximum allowed, the
D-players invest nothing. So only the A-playerseree a share of the prize (an amount of
192) in equilibrium. This implies higher inequalitf income between groups D and A
compared to the symmetric treatment. Note thatoafjh the equilibrium prediction is
identical in the two asymmetric treatments, for imreasons as mentioned for the
symmetric treatment, the two asymmetric treatmerdg behaviourally very well differ. The
reason is that any deviation from the equilibriumi imduce higher inequality in thasym.8
treatment than in thasym.4treatment?

The game as a whole has multiple equilibria. If, é@ample, the group D selects the
conflict equilibrium in response to the first stagguilibrium, but the no-conflict equilibrium
for some neighbouring first stage outcome, then Aaplayers would choose different
investments at the first stage. However, the onehich all players choose the first-stage best
responses is very persistent. In particular, thgr@tp cannot use equilibrium selection as a
threat to secure a positive share of the pie bgirigrthe A-players to invest less. This is
because the equilibrium in which the three A-playemnoose (80,80,80) for all second stage

19 For instance if an individual deviate by investi®@ tokens (instead of 80) in the symmetric treatimen
this leads to a payoff of 197 token for this indival (instead of 212 tokens at the equilibrium)teéNitat in the
symmetric treatment, the disadvantaged group shaetithe necessarily the same at each period neitbieid it
fit the label assigned to each group (namely D/A&nd

! For example if a D-player deviates from the eguiilim strategy by investing 20 tokens instead obze
tokens, this gives him a lower payoff in theym8(85.93 tokens) than in tresym4treatment (91.75 tokens).
Note that a similar deviation from the equilibritmom the A-players does not lead to higher payaifshe
asym8than in theasym4treatment. Imagine for instance that a A-playerest 60 (instead of 80) in the
asymmetric treatments. This leads to a similar ffapfdl97.09 in bottasym8andasymdtreatments.
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response patterns except those that are charactdns “Conflict against (80,80,80) but do
not conflict against (80,89, wherey < 80. If such an equilibrium response pattern is
selected, then it can be a best response for avidodl to deviate from a choice of 80 and
investy instead. The individual’s unilateral deviationnhes/oids the conflict and this can lead
to a higher profit for the individual. However, tkenallest numbey that can be used as a
threat is 38, even lower values make it prefer&mehe individual to stick to an investment
of 80 despite the conflict. Against an investmehttree advantaged group of (80,80,38),
however, a D-player’s best response is still testwzero. Note that the threat must be chosen
in a way that only one player is forced to reduceihvestment, otherwise an advantaged
group investment of (80,80,80) remains a subgamfeqieequilibrium pattern. In such a case
an individual reduction of the investment would @ebid the conflict but only reduce the
deviator's payoff-?

Due to the Pareto superiority of the non-confligidbrium, it seems reasonable to expect
a convergence towards it over time in all treatmeimdeed several previous experimental
studies have shown that players generally sucaeembardinating on the Pareto dominant
equilibrium over time in repeated games when theyrmaatched with a same opponent (see
for instance Berninghaus, Ehrhart and Keser, 2B@ninghaus and Ehrhart, 2001; Clark and
Sefton, 2001}3

4.2. Behavioural assumptions

A possible objection to the predictions mentionbdw is that individuals may not necessary
coordinate on the non-conflict equilibrium, in peutar if they belong to the disadvantaged
group and incur disutility from being worse off imaterial terms than advantaged group (see
Loewenstein et al. 1989; Charness and Rabin, 1B8Br and Schmidt, 1999; Bolton and
Ockenfels, 1999). If one assumes that individuady suffer from disadvantaged inequality, it
may be therefore rational for the disadvantagedlgeto burn money of the advantaged
group, despite its cost since it reduces the dason of payoff with the advantaged group.
Based on these models, the disadvantaged groupgaihay coordinate on the non-conflict
equilibrium. This is stated precisely in Hypothekis

Hypothesis 1 (inequality aversion): In all treatments, the disadvantaged group shoulchb
more money than the advantaged group.

12 These deliberations turned out to be empiricathglévant, as in the experiment the focal equilibri
investment was reached very quickly (see next@ecti

13 Clark and Sefton (2001) compared coordination érpats played either in 10 sequences of one-shoega
or in 10-fold repeated games in which subjects weagched with the same opponent for all the 10 dsuithe
authors observed that interacting with the samenparincrease coordination on the payoff dominant
equilibrium. Berninghaus and Ehrhart (2001) showed that theehigte number of periods, the more likely is
coordination on the payoff-dominant equilibrium.dper et al. (1992) found that subjects fail to enge on the
efficient equilibrium when people interact with féifent opponents at each round. The reason idrttedisence

of repetition, players are uncertain about whiagiategy will be played and favour the safe stratésisategic
uncertainty).
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Our second hypothesis concerns possible differebedween treatments. Our treatments
differ in the degree of inequality of income betwegroups induced both by competition
(through deviations from the equilibrium) and by ttifference of ability to gain a share of
the prize. Does greater inequality lead to moreflads? This is not so clear cut. On one
hand, models of inequality aversion predict thghbkr inequality should lead to higher levels
of conflicts. This is also in line with the polisicliterature based on the theory of relative
deprivation according to which one should obseingéér levels of conflicts when frustration
increases due to stronger inequality (e.g. Davi®§2; Feierabend and Feierabend, 1966;
Gurr, 1970). Based on these approaches, one shwerdefore observe more conflicts in the
asymmetric treatments (and particularly in the aSymneatment) than in the symmetric
treatments.

However for several reasons, frustration inducethbguality may not necessarily always
translate into action. First, when inequality irases, disadvantaged people may want to riot
more, but may find it harder to do because theylggs and less resources for mobilizing a
rebel organization (Tilly, 1978; Collier and Hoeif] 2002). This interpretation can be related
to previous behavioural studies that have showatphnishment decisions are influenced by
their relative cost and obey the law of demand &eeerson and Putterman, 2006; Zizzo,
2003; Nikiforakis, Normann and Wallace, 2008). Swtofor similar reasons as those
mentioned above, the disadvantaged may feel materame grievance but may refrain from
rioting if they fear counterstrikes because theticgrate that the advantaged groups have
more and more resources for repression when iniguatreases (Collier and Hoeffler,
1996). A third reason relies on the idea of redigmaproposed by Nagel (1976). According
to Nagel, while the "grievances resulting from camgons” may increase, the "tendency to
compare" may decline with the level of economiaunaity.

Whether the first effect is totally offset by théher factors remains an empirical question.
Based on these previous studies we can howeveeatarg that :

Hypothesis 2 (extent of inequality aversion): One should observe higher levels of
conflict when inequality increases, unless the dirsataged (1) fear more retaliations with
the extent of inequality (2) have fewer resourcegdt when inequality increases and/or (3)
resign when inequality becomes too high.

5. Experimental results

In a first sub-section, we present our findingsaaning effort levels in the rent seeking
and how it translates into inequality across grolipsubsection 5.2. we show our results on
conflicts and test whether inequality arising fregtage one leads to money burning in stage
two of the conflict game. We follow our researcleaga and first present the data from the
original setup with partners matching. Sessions wistrangers protocol were added later to
test competing hypotheses against one another. Watwduce them in section 5.2.3.
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5.1. Average level of effort and first stage profit in the rent seeking game

Figure 1 illustrates the average individual effortthe rent seeking game by period. It
shows that investment decisions differ substagtfatim the theoretical predictions during the
earlier periods but converge over time toward thedisted outcom@é. These findings are
consistent with previous studies on rent seekingega(Millner and Pratt, 1989, 1991; Davis
and Reilly, 1998; Potters et al., 1998; Vogt et 2002; Anderson and Stafford, 2003; Shupp,
2004; Schmidt et al., 2004).

[Figure 1 : about here]

Figure 2 shows the average first-stage payoff loygifor each treatment. As expected the
observed deviations from the equilibrium coupledhwdifferences in ability across groups
induce inequalities between groups in all treate@n average, first-stage payoffs are
significantly lower for disadvantaged groups thanthe advantaged groups in all treatments.
A Wilcoxon test comparing first stage payoffs besweroups, maintaining the conservative
assumption that each group’s activity over theisasis a unit of observation, indicates that
advantaged groups receive higher payoffs (211.B3sjathan the disadvantaged groups
(96.73 talers) in thasym4 treatment (z=-2.66,p<0.01; two tailéd)A similar test indicates
that advantaged groups (214.99 talers) also redateer payoffs than the disadvantaged
groups (90.62 talers) in tresym8treatment (z=-2.803,p<0.001; two tailed). Turnimext to
the symmetric treatment, our data also indicatettiexe are also some significant differences
of income between groups in this treatment. Howéese inequalities are lower since they
are only due to any deviations from the equilibristrategy and do not always concern the
same group over time. If one considers each grbepch period as a unit of observation, the
group with the lowest first stage payoff receivesaverage 125.53 talers while the group
with the highest first stage payoff gets on averb2@ 96 talers. This difference is statistically
significant (z =1.960, p=0.049; two tailel).

[Figure 2 : about here]

Figure 2 also shows that inequality rises acrasstnents. These findings are summarized
in result 1.

14 Recall that the optimal number of tickets boughbuld be 80 each, for all of the players, in the

symmetric game. In the asymmetric games (whethateuni=4 or ci=8), it should be 0 each for the
disadvantaged members of the group, and 80 foadlkiantaged ones.

'3 |n all statistical tests reported in this papbeg tnit of observation is the group for the partneatments
and sessions in the stranger treatments.
'8 Note that this finding should be interpreted withutious since our observations are not necessdependent
as the disadvantaged group is not always the saewch period in the symmetric treatment. A paraméata
analysis on first stage payoff provides similadfitgs showing a significant difference of payoffueen groups
in the symmetric treatment.
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Result 1: Both investment decisions in the rent seeking gamdalifferences in abilities to
win a share of the prize induce payoff differeneesoss groups in all treatments. The
inequality level increases significantly acrossatraents.

Support for result 1.A Mann-Whitney test shows that first stage paydifs the
disadvantaged groups are highest in $iyen. treatment, followed in turn by thasym4
treatment (z=-3.464, p<0.01; two-tailed) and #wym8treatment (z=-3.55, p<0.001; two
tailed). Our data also show that payoffs for theadvantaged groups are higher in dsgm4
treatment than in thasym8treatment (z=-2.205;p<0.05; two tailed). Firstgstgayoffs for
the advantaged groups also increase across treatnRayoffs for the advantaged groups are
significantly higher in theasymdtreatment than in theym.treatment (z=3.464; p<0.01; two
tailed)!’ Similarly, payoffs for the advantaged are alschbigin theasym8than in theasym4
treatment (z=1.6; p<0.1; two tailed). These resalts robust to the choice of the non
parametric test.

5.2. Thedeter minants of conflicts

After having satisfied ourselves that our firstgetgorocedure has indeed induced levels of
inequality to a large extent and that inequality@ases across treatments, we now turn to our
main research question: what is the link betweequality and the emergence of conflicts?
As mentioned earlier, we would expect that (1) dsataged players should burn more
money than advantaged players in all treatmentd,tlaat (2) the greater the inequality the
more money burning would be observed, a priori.

5.2.1. Theleve of conflicts
Figure 3 illustrates the time path of the averagyell of money burning decisions in each

treatment?® It indicates that, despite the cost of entering itanflict, a substantial number of
players chooses to destroy the other group's marey.is summarized in result 2.

Result 2: In all treatment, the majority of people choose pleace strategy. However a
non negligible number of subjects decide to burmeyaof the other group.

Support for result 2. Our data indicate that despite the fact that gelanajority of
individuals choose the peace strategy, a non ribigiumber of people decide to burn

17 The fact that people deviate from the equilibriutrategy exacerbate inequality in theym8treatment
compared to thasymdtreatment.

18 Conflicts shown in figure 3a include several diffet situations corresponding to the different pstrategy
equilibria, two for each groupi) situations where both groups enter into confliatleéd “war”),ii) cases where
only the disadvantaged group burn money (calledtyiandiii) situations where only the advantaged group
enters into conflict. Note that on average, irresipe of the treatment, riots correspond to 45.58%onflicts
while wars correspond to 32.50% of conflicts. Hinahe situations corresponding to the case whatg the
disadvantaged group burns money amount to 21.90%. last situation may reflect responses to previous
conflicts or pre-emptive conflicts. It may also pimreflect the coordination dimension of conflicl these
motives will be controlled in our parametric datekysis.
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money of the other group. The average levels afieydurning decisions are 0.431, 0.251
and 0.265 in theym asym4andasym8treatment, respectively. These findings are ctesis
with previous results showing that players gengrallcceed in coordinating on the Pareto
dominant equilibrium over time in repeated game®mhubjects are matched with a same
players (see for instance Berninghaus, Ehrhart kemkr, 2002; Berninghaus and Ehrhart,
2001; Clark and Sefton, 2001). Interestingly, harerdination on the pareto equilibrium does
not seem to be explained by initial confusion blgjsats. Indeed the average level of conflict
generally does not exhibit a pronounced time treddly in theasym4treatment we can
detect a slight downward trend in the first haltlod experiment, which appears to be stopped
later on.

[Figure 3: about here]

5.2.2. Inequality and money burning decisions

To what extent, conflicts observed in Figure 3 banexplained by inequality aversion?
To answer this question, we checked whether thaddentaged groups are more willing to
burn money than the advantaged groups.

Figure 4 reports the average frequency of indiviidoaney burning decision depending
on whether the membership group is advantaged saddantaged. it shows that, in all
treatments, the disadvantaged burn significantlyentban the advantaged, which strongly
support our first hypothesis. With respect to oacaond hypothesis, Figure 4 shows a
surprising result that the overall conflict frequgrdecreasessharply with the extent of
inequality. In fact, most clashes are observed ha symmetric treatment than in the
asymmetric treatments. Figure 5 reports the sanmbnfys. It illustrates the time path of the
average level of money burning decisions initidtgdhe disadvantaged groups only in each
treatment. The average frequency of money burnewjstns of the disadvantaged groups is
.0478 in the symmetric treatment. The overall rafesonflict drop strongly in the asym4 and
asym8 treatments (0.354 and 0.292 respectively)paoed to thesym treatment. These
findings are summarized in result 3.

[Figures 4 and 5: about here]

Result 3: in all treatments, disadvantaged enter into conflignificantly more than the
advantaged groups. However the frequency of moneyirg declines with the extent of
inequality.

Support for result 3: Table 3 provides a formal support of result 3 shiows the
estimates on the determinants of individual moneynimg decisions. To explore how
individual money burning decisions are affectedrmquality aversion, we estimated random
effects probit models to account for the panel dish@n of our data. Marginal effects
calculated at the mean of the random effect Proloitiels are reported in table 3. Table 3
consists of two panels. The left panel displays tbsults of three regressions for each
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treatment, separately. The right panel, which wkdiscuss below, presents the results of an
estimate on all treatments.

With these estimations, we investigate to what mxt®nflicts are driven by inequality
aversion. We also attempt to control for other wegtithat might explain the occurrence of
conflicts at this stage includinjy the coordination dimension of conflict anyl retaliation
(and fear of retaliation) for money burning receivie the previous round from the other
group.

The dependent variable takes the value 1 if indiaid chooses to burn money in second
stage of period, and 0 otherwise. The independent variables imcieleral dummy variables
that are expected to be relevant. THesddvantaged grolprariable takes the value 1 if the
individual belongs to the disadvantaged in a gipeniod and O otherwise. This variable
corresponds to group D in the asymmetric treatmdhtsorresponds to the group with the
lowest average payoff for a given period in the syetric treatment. The variablerily one
to burn in t-I takes the value 1 if the individual chose to bumrt-1 while the two others
group members decided not to burn and O otheriibés variable seeks to capture the
coordination dimension of the conflict decision €Tihtuition is that people may be willing to
riot but may refrain from doing it if they anticifgathat the other members of their group will
not follow them. The dummy variableghe other group chose to conflict in t-hdicates
whether the other group decided to burn money énpitevious period. This variable aims to
capture the part of conflict that would reflect gtial revenge effecta trend variable was
also included in the estimates to control for thaainic of the game. Finally several
demographic variables were also included. Thes&@ovariables includege genderand a
binary variable indicating whether the participanstudentwvith prior in economicsColumn
1 reports estimate from tteym treatment. The models are estimateda®ym.4andasym8
treatments in columns (2) and (3), respectively.

[Table 3 : about here]

The estimates summarized in Table 3 indicate thaali treatments, disadvantaged
individuals are more likely to burn money than ateged ones. The marginal effects 0.125
and 0.229 fordisadvantaged groupn the sym and asym4 treatments, respectively (see
columns 1 and 2) show that individuals who belanghe disadvantaged groups have a 12.5
and 22.9 percentage points higher probability ahimg money than others. It amounts to 8
percentage points in the asym8 treatment. Tablds@ provides information about co-
ordination that is necessary for conflict. Indeesing the only one to burn ittl has a
negative and significant influence on money burndegision in the current period. This
variable reveals the two-equilibria structure af tonflict game. Precisely it captures the fact
that if playeri believes from his previous experience that themsthvill not burn money, then
it becomes the best response for him to not to,kiespite her/his preference for burning in
order to avoid the cost of being the only rioteeiriy) the only one to burn money in t-1
decreases the probability of burning money in tingent period by 27.3 percentage points in
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the sym treatment, almost 25 percentage pointearasym4 treatment and 33.7 percentage
points in the asym8 treatment. The coefficient eisded to the variabletlie other group
chose conflict in t-1is also positive and significant at the 1% levet all asymmetric
treatments. This result indicates that a part oh@ydourning decisions could be explained by
willingness to take revenge. Finally table 3 intésathat neither the trend variable nor the
demographic variables are significant (except tlagiable “economics” that captures a
positive and significant coefficient at 10 perclenviel in the sym inequality treatment).

Columns (4) and (5) of table 3 provide more forraaidence of the decline of money
burning when inequality level increases. The dunfonyeach asymmetric treatment variables
were included in specification (4) to control fdret evolution of conflict decision when
inequality increases. These variables are inte¥dret relation to the omitted variable that
corresponds to the symmetric treatment. Columnirid)cates that the dummy variable
“Asym4 captures a negative and significant coefficienttlae 5% percent level. The
coefficient on the Asym8 variable is also negative and significant at &% level. With
respect to the symmetric treatment, these resulisate that the conflict frequency decreases
significantly with the extent of inequality. Indddials in theasym4treatment have a 11.1
percentage point lower probability of burning mortegin persons who play the symmetric
treatment. This reduction amounts to 14.7 pergentaoints for individuals playing the
asym8treatment. The variableassym4and asym8also capture a negative coefficient when
one considers the disadvantaged groups only, athoaly the asym8 dummy is significant.

5.2.3. Why doesinequality reduce conflict?

The fact that more conflicts are observed when léwel of inequality is lower is
surprising art first glance. This finding clearlgfutes the assumption in term of inequality
aversion, according to which higher inequality dboinduce higher levels of conflicts.
Several reasons may explain why the frequency oflicts decreases with the extent of
inequality. First, as mentioned above in sectio@, 4vhen inequality increases, the
disadvantaged people may feel more frustrated biteasame time they get lower levels of
resources that are necessary to riot, which may oo lower levels of conflicts. This
hypothesis refers to th@obilization opportunitytheory (Tilly, 1978; Collier and Hoeffler,
2004). Second, when inequalities are higher, thearmdged have more resources at their
disposal and can afford losing some of them in stlgaetaliation activities more easily
(Collier and Hoeffler (1996). Anticipating this,ehdisadvantaged may fear more repression
by the advantaged players and thus may refrain fiotmg for high inequality levels. Our
third possible explanation relies on the idea sfgeation. In the spirit of Nagel (1976), the
intuition is that when inequality increases, stigndisadvantaged players may realise that
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they are in a hopeless position and would accomteodéh it. Lower conflict rates from
disadvantaged groups would be then due to res@nati

We tested these alternative hypotheses by designewy experiments that allow
separating them. First, we conducted two treatsesing thesymand theasym4set-up, but
with a stranger instead of a partner protocol, Whatlows to isolate the “fear of retaliation”
motive from other motives. At the outset of eackssmn the eighteen participants are divided
into two sets of players, nine advantaged and disadvantaged players. These sets of nine
remained unchanged, such that each participanttkeame role throughout the experiment.
In every round the sets of nine players are thedamly divided into three groups of three
players. These groups remain unchanged througheutxperiment as well. In every round,
each group of the set of advantaged players is thetdomly rematched with one group of
disadvantaged players. By changing the matchirgyaips every round we expect to remove
the opportunity to counterattack from the game.sThiuthe retaliation hypothesis is correct,
we should expect burning money decisions amongddésdaged players to become more
frequent, as the fear of a counterstrike is takeaya By keeping the composition of groups
the same, however, we ensure that the rematchieg) miat affect within-group coordinatioh.

In addition, we also ran an individual money bughgame in which the burner's endowment
is unchanged in order to isolate a pure resignadftect from a pure income effect (i.e. lower
resources to riot).

[Figure 6: about here]

Figure 6 indicates the frequency of individual mpnburning decision by the
disadvantaged in th®ymandasym4treatments under the stranger matching protogguré
6 shows that in both treatments the disadvantagagpg burn significantly more money than
the advantaged groups in both treatments. AccorttnyVilcoxon sign rank tests, these
differences are statistically significant (p=0.02atd p=0.0280 for the symmetric and asym4
treatment, respectivelyy. The most important comparison, however, is betvieening rates
in the partners and the strangers treatment. Carréaort very similar burning rates for the
two matching protocols. A nonparametric Mann-Whytneest indicates that burning
frequencies are virtually identical for the symneetreatments (z=-0.646, p>.1) and for the
advantaged players of the asym.4 treatments (z40®41) under the stranger and partner
matching, respectively. For the disadvantaged gramiphe asym4 treatment we observe even
a slight drop in burning rates from the originatajavhich is in the opposite direction from

' This matching naturally does not ensure that gsomgver meet the same group again (it would be
impractical to implement such a scheme, as it waoalflire 120 participants in each session for 2has).
Note that our aim was not to emulate a series of pne-shot games, but to remove the possibilitgfiefictive
counterattack. With our setup, there would be ativica probability that a counterattack would Hietwrong
group, which should be sufficiently discouraging.

2 |n statistical tests reported here, the unit cfesbation is the session for the stranger treasnent
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the expected effect. This difference, however,assignificant (z=0.354; p>.1). Our findings
are summarized in result 5.

Result 5: Frequencies of burning decisions are similar in thartner and stranger
matching protocols, which clearly refutes the fehrevenge motive.

Support for result 5. Table 4 report similar estimates as those presentble 3 except
that both partner and stranger sessions are intludiéhe data analysis. Apartner’ variable
is included as independent variable to check th&tence of a matching effect. This variable
is a dummy that takes 1 if the treatment was playeder the partner matching and zero
otherwise. The findings reported in table 4 corral® our previous results obtained from the
original data with partners matching. Table 4 iaths that in all treatments, the
disadvantaged groups burn significantly more mahey the advantage groups. In addition,
columns (3) and (4) indicate that the level of mpreirning decisions initiated by the
disadvantaged declines significantly with the ekteh inequality, which confirms our
previous findings (see also Figure 7). The coaddfitiassociated to the dummy variable
“partner” is not significant, which confirms thessmce of matching effect.

Altogether, these new findings clearly refute feiuicounterattack as a substantial driver
of the effect of inequalit§-

[Table 4 and Figure 7: about here]

5.2.4. Further support for theresignation hypothesis

In the series of experiments, which were desigoetbdt the three possible explanations
behind our findings, we also added a fully inceimgd post-experimental individual decision
task in order to identify the presence of resigmain general. We conjecture, in line with
findings by Zizzo and Oswald (2001) that subjects/rne willing to invest money in order to
reduce their disadvantage. However, we hypothdketethey would be less inclined to do so
if the disadvantage is severe. In this case, wee@xthat they rather save the money and
accommodate with the inequality. To test this, wefonted the subjects with two choice
tasks of the following kind.

“You receive 50 points while the other player rgesix points. You have
the opportunity to reduce the other player 's papgf50 points. It will cost
you 10 points. Do you want to reduce the othergiaypayoff?”

For x we used the values 100 (scenario 1) and &3hério 2). Thus, in the first scenario
a subject could get the other player’s payoff clws¢éhe own one by burning money (40:50

L \we acknowledge that our design cannot totally oulethe possibility that a part of conflicts may dige to
the fact that the advantaged groups burn monegrim of pre-emptive retaliation. In other word, themy
expect the disadvantaged group to destroy moneyvantt “respond” by doing so themselves. This iat¢ion
is not the focus of our study, thus we do not matdeére. See Abbink and Pezzini (2005) for experital data
on the relationship between repression and revolt.
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points), while in scenario 2 the relative inequalitould, though reduced, still be massive
(40:150 points). The fact that the player's endowmremained unchanged in both scenarios
allow us to isolate the pure effect of resignativmom the effect of “lower access to
resources”. Each subject was asked both quesioesable us to do within-subject analysis,
but the questions were presented in random ordesotdrol for sequence effects. The
guestions were fully incentivised. In total, 29.t¥esubjects burned money in scenario 1. In
scenario 2, this figure drops to 18.4%. A Wilcoxgn rank test shows that this difference is
significant (p<0.01, one-sided). Two thirds of #éjects who burn money in scenario 1 do
not burn in scenario Einally, only 9% of players choose to reduce theeoplayer's payoff

in both scenarioslhese results strongly support the idea that idd&is tend to resign when
inequality becomes too hidh.

6. Conclusions

We study the relationship between inequality anerigroup conflicts in a controlled
laboratory setting. Our experiment consists of a-stage game. In a first stage, subjects play
a proportional rent seeking game to share a pfize.share of the prize depends both on their
effort and on the effort of the other players. br experiment, inequality is induced by the
individuals’ effort decisions and is accentuated atgributing to some subjects (the
advantaged group) a bigger part of the prize thharsubjects (the disadvantaged group). In
a second stage, after being informed on the fiegjespayoff of each group member, they can
coordinate with the other members of their groupetduce (“burn”) other group members’
payoff. The treatments differ in the degree of udy between the two groups.

Three main results are found in this study.

First, consistent with inequality aversion hypothesve find that despite the cost of
rioting, a substantial number of players chooséddstroy other group's money, in particular
when they belong to the disadvantaged group. Thegd although it entails no material
benefit to themselves.

Second our data also indicate that in all treatmemividual preferences for money
burning driven by inequality aversion do not neaedg translate into conflict. This may be
partly due to the fact that money burning decisiares strongly conditioned by beliefs about
decisions of others and that such beliefs are basethe issues of the coordination game
observed in previous periods. For instance, anviddal may be willing to riot but will
refrain from doing it if she/he believes that hdlWwe the only one to do so. Furthermore,
subjects may also refrain from rioting if they feataliation

22t is worth noting that this effect confounds wite effectiveness effect observed in several éxmarts on
voluntary contribution mechanism in which the dexisto punish seems to by conditioned both by #iative
cost of sanction (i.e. money burnt/the burner'sgiybut also by its relative efficiency, i.e monbéyrnt/the
target's payoff (see for instance (see Anderson Ruitierman, 2006; Zizzo, 2003; Nikiforakis, Normaamd
Wallace, 2005).
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Third, and more surprisingly, we find that the leseconflicts significantlydeclineswith
the extent of inequality. There are a number oflaxgtions of this phenomenon, including
fear of revenge, less resources necessary forctgbeaction when inequality increases or
resignation. Our data clearly refute the first hyyesis. Furthermore, although the
considerations in term of resources necessary ifiir may be part of the story, such
interpretation is inconsistent with our resultsnfrdhe post-experimental questionnaire in
which endowments were fixed. As such, an interpictaof our results in terms of
resignation is the most consistent with all of experimental findings.

The policy implications of our results are strafghwvard. Our data provide support for
reducing the likelihood of unrest by reducing inaliftes. However such policies should also
consider other important factors such as the coatain dimension of conflicts that also
interact in the relationship between inequality aodflicts. Of course our results are not the
final word on the matter. To keep the experimenabel simple we had to leave out many
important features of real-life conflicts. For iaste, our experiment was conducted under
anonymous laboratory conditions, in order to esthlthe most controlled conditions. In real
life communication and propaganda can be expeatedffect the likelihood of unrest.
Further, not all outbreaks of riots are spontanebaaders are often important for the ability
of groups to coordinate their actions. One migldoabpeculate that the influence of
communication and leadership on conflict is critjgarticularly in larger groups, as involved
in many real-life conflicts. Another issue of impamce is the fact that in real life inequality is
often perceived to be the outcome of an unfairesysthere intentions matter a lot.

A possible extension of our work would be to endoge inequality by allowing the
advantaged group to choose the degree of inequaliglying all these features is beyond the
scope of the present study, but we believe ourlteepave the way for a promising future
research agenda.
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Table 1. Second stage actions and payoffs

Choiceof Choice of Choice of Costfor Payoff for

player i player 2 player 3 the target playeri
group

R R R -40 -5

R R NR -40 -5

R NR NR 0 -20
NR R R -40 -10
NR NR R 0 0

NR NR NR 0 0

Notes : a) R=Riot action and NR= No Riot action

b) the table reads as follows: line 2, if playehooses to Riot (R ), player 2
chooses to Riot too (R) while player 3 does ndt(fdR), a majority is willing
to riot. Riot takes place and the cost of the otfteup is reduced by -40.
Playeri incurres a minimal cost of -5.
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Table 2. Characteristics of the First Experiment

Experi- Session Number of Matching
S Treatment
ment Number individuals protocol
| 1-3 48 Sym Partner
I 4-6 54 Asym4 Partner
| 7-10 60 Asym8 Partner
[l 11-16 108 Sym Stranger
[l 17-22 108 Asym4 Stranger
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Table 3. Determinants of burning decisions in partner sessi
(Random Effects Probit) Mardiatiects on Pr(Burn)

Dep var : burning
decision

Marginal effects dy/dx

All All treat.
Treatments treatments Disad.
Sym. Asym4.  Asym8 groups
1) (2) ©) (4) ®)
Disad. group 0.125***  0.229***  0.080** 0.106***
(0.046) (0.081) (0.044) (0.027)
The other group 0.051 0.108** 0.091** 0.084*** a.gx**
Chose burnint-1 | (0.048) (0.051) (0.041) (0.025) 0.0%3)
Only one to -0.273***  -0.242**  -0.337** | -0.292**  -0.374***
burnint-1 (0.046) (0.058) (0.069) (0.032) (0.045)
Sym. Ref. Ref.
Asym4 -0.111** -0.051
(0.046) (0.095)
Asym8 -0.147**  -0.146*
(0.042) (0.086)
Final period 0.024 -0.001 0.029 -0.008 -0.039
(0.089) (0.050) (0.050) (0.037) (0.066)
Age 0.019 -0.011 -0.000 -0.004 0.018
(0.019) (0.015) (0.007) (0.008) (0.015)
Male -0.049 -0.017 0.008 0.004 -0.030
(0.111) (0.060) (0.038) (0.008) (0.079)
Economics 0.193* -0.162 -0.051 0.008 -0.013
(0.105) (0.101) (0.083) (0.047) (0.101)

Notes Standard errors in parentheses; * significardiOgb; ** significant at 5%; *** significant at 1%.
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Table 4. Determinants of burning decisions in partner arahger sessions

(Random Effects Probit) Marginal effects on Pr(Burn

Dep var : burning
decision

Marginal effects dy/dx

All All treat.
Treatments treatments Disad.
Sym. Asym4. groups
1) (2) 3) (4)
Disad. group 0.100***  0.181*** | 0.093***
(0.025) (0.043) (0.018)
The other group 0.118***  0.162*** | 0.134*** 0.207*
Chose Burnin t-1| (0.025) (0.030) (0.017) (0.032)
Only one to -0.207**  -0.225*** | -0.286***  -0.361**
burnin t-1 (0.027) (0.033) (0.020) (0.029)
Sym. Ref. Ref.
Asym4 -0.198***  -0.147**
(0.039) (0.061)
Asym8 -0.173**  -0.192%**
(0.033) (0.071)
Final period 0.022 -0.030 -0.028 -0.081*
(0.052) (0.022) (0.025) (0.045)
Partner -0.084 0.038 -0.037 -0.028
(0.091) (0.042) (0.040) (0.065)
Age 0.0135 -0.008 -0.004 0.019
(0.017) (0.007) (0.008) (0.012)
Male -0.013 -0.024 -0.013 -0.037
(0.074) (0.033) (0.035) (0.056)
Economics 0.139 -0.075** | -0.009 -0.002
(0.098) (0.036) (0.042) (0.070)
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Notes Standard errors in parentheses; * significardiO8b; ** significant at 5%; *** significant at 1%.



Average number of tickets
-0 10 20 30 40 50 60 70 80

Figure 1. Number of tickets bought in each treatment oveetim

T
1

1
2

|
3

I I R B R R E— — (R— T
4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

periods

——— Sym
— - — Asym4 Adv.

——a—— Asym4 Disad.

fffffffffff Predict. sym/Adv.

—o— Asym8 Adv.

—#—— Asym8 Disad.
Predict. Disad.

29



100 150 200
| | |

Averagae first stage profit

50

Figure 2. Average first stage profit in each treatment

214.99

Adv. group

Disadv. group

B sy
Asym8

BN Asym4

30



Figure 3. Conflict frequency over time (partner matching)
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Figure 4. Burning frequency per treatment (partner matching)

Frequency of conflict
3 4
1 1

2
1

Sym Asym4

Asym8

I Disad. group

Adv. groups

32



Figure 5. Frequency of conflicts initiated by the disadvaethgover time (partner
matching)
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Figure 6. Burning frequency per treatment (stranger matching)
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Figure 7. Frequency of conflicts initiated by the disadvaethgver time (stranger matching)
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Instructions (asym4 treatment)

General instructions

You are now taking part in an economic experimdmtezision making. The instructions are simpleydii read
the following instructions carefully, you can, dedang on your decisions and the decisions of otheasn a
considerable amount of money. It is therefore wenyortant that you read these instructions witrecar

The instructions we have distributed to you areelgofor your private informationlt is prohibited to
communicate with the other participants during the experiment. Should you have any questions please ask
us. If you violate this rule, we shall have to ext# you from the experiment and from all payments

Each participant receives a lump sum payment aird at the beginning of the experiment. At the efithe
experiment your entire earnings from the experimeit be immediately paid to you in cash. Duringeth
experiment your entire earnings will be calculaitegboints. At the end of the experiment the totaloant of
points you have earned will be converted to eutbeafollowing rate :

328 points = 1 euro

At the beginning of the experiment, you will be assigned a role of player A or player B. You will keep
your role during the entire experiencEhe participants will be then assigned to a groupsiafwhich is
composed of three players of type A and three ptagé type B. You will therefore be in interactiovith 4
other participants. If you are player A, then yae aatched with three players B and two player Ad a
reversely.The composition of the groups remains unchangedhdthie experience.

The experiment is divided into twenty periods. Tihstructions for each period are given in the dedhi
instructions.

Detailed instructions

Each period consists of two stages.

First stage
In this stage, you and the 5 other participantgoiar group will have to share a monetary prize o points.

The share of the 576 points you receive depeng®ondecision and the decisions of the five othatipipants

in your group.

You can affect your share of the prize by purchgsickets. Your share of the prize in your grougoallepends
on the number of tickets purchased by the threergtlrticipants in your group. More precisely, pree is
divided among the participants in amounts to thenlmer of tickets they purchase. However, for the esam
number of tickets bought, players A will receivéimes more amount of the prize than player$Bor to your
decision about how many tickets you wish to purehgsu will be able to observe the number of tiskéte
other participants purchase.

At the beginning of first stage of each period,heparticipant will get an endowment of 100 pointsu can
keep as much of this 100 points as you like, or g@u use some of it to purchase tickets. Noteyatcannot
buy more than 80 tickets. Each ticket will cost ylopoint.

In your group, each participant’s share, or prdpartof the 576 prize will be given by the numbértiokets

they purchased divided by the total number of tiskgirchased in their four participant group.

Your earning in this decision will be the part @uyendowment of 100 point which you do not spendiakets,
plus the share of the 576 prize you receive. Torsarize, your earnings for this first stage at epetiod will

be calculated :

If you areplayer of type A : Your earningsin points in first stage of each period is therefo
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4* X,

100- X, + 57{ j with X, is the number of tickets you bought

4XA,T0T +X B TOT
XA]TOT is the total number of tickets bought by all mensh& (including yourself)

Xg 107 is the total number of tickets bought by all menst#

If you are player of type B : Your earningsin points in first stage of each period is
XB
4XA,T0T +X B TOT

100- X, + 57{ j with X is the number of tickets you bought

Example :

Suppose for example that you are player A1 andoygu30 lottery tickets, player A2 buys 60 tickgiayer A3
buys 0 tickets, players B1, B2 and B3 buy 10, 50 @riickets, respectively. The probability that ywin the
prize equals 4*30/(4*30+4*60+10+50)=6/24=2/7. Yoearnings for this first stage at each period Wl
100+576%2/7-30=234

The second stage

At the beginning of the second stage, your scrémws you the income of each of the six group member
(including your own income) as well as their typear B).

In this stage you have the opportunity to coordingith the participant of your tyggour co-player) in order

to reduce or leave equal the income ogach group member of the other type. For example, if goe a player
A, you can coordinate with the two other playersoAeduce the income of each other player of typarii
reversely. To simplify we will calReduce the decision consisting ireducing the payoff of the other group
and Not Reduce, the decision consisting imot reducing the payoff of the other group. If you and your co
player coordinate choose to reduce the income, therincome ofach member of the other type will be
reduced of 40 points. On the contrary, the income of each member obther group remains unchanged. You
will also incur a cost in points which depend omiydecision and the decision of your co-playeydfi chooses
to not to Reduce and that this decision is chosegheamajority, then your incur no cost. The incoaighe
other group members remain unchanged. If you chblméeReduce while the majority of your group chaose
Reduce, you incur a cost of -10 and the incomeaoh@ther player of thee other type is reducedqgfaints. If
you choose to reduce and if this decision is ch@édhe majority, then you incur a cost of -5. Hinaf you
choose to reduce while the majority of your grolnpases not to reduce, then, you incur a cost of 20
summarize, your second-stage payoff table is :

Y our Choice of| Choice of| Cost for theg Cost for your

decision your first co-|your secondother group |decision
player co-player

R R R -40 -5

R R NR -40 -5

R NR NR 0 -20

NR R R -40 -10

NR NR R 0 0

NR NR NR 0 0

All players have exactly the same payoff table.

After having taken your decision of reducing or ffifte income of the other group), you must pressak
button. Once you have done this, your decisionr@atonger be revised. When you make your decisimn y
will not know the decision of the other participanifter all members of your group have made tHetision,
the computer will record the decisions of all pap@ants and will inform you of :

37



- the global decision taken by your group : reductiomot of the income of each member of the otheuy
- the global decision taken by the other group : cddua or not of the income of each member of yauaug
(including yourself)

At the end of the period, the computer will calt¢algour income of second stage that also corresptmglour
final income for each period. Your total incomenfréhe two stages is therefore calculated as follows

Your final incomein pointsin each period istherefore:
[Income of first stage]- cost of received reduction-cost of your decision.

Example 2 : suppose you are player B1 and you choose Re@ugmose also that players B2 and B3 also
chose Reduce. In this case, since all group mewribese Reduce, then the global decision of yourmisu
Reduce. Therefore, the income of players A1 A2 ABdvill be reduced of 40 points. You will incur ast for
your activity of reduction of -5 points.
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